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Introduction 

Modern routing approaches in ad hoc networks assume that there is always a continuous path from the 

source node to the destination node [1]. However, this assumption is hardly correct because it has been 

disproved by common connection protocols such as ZigBee and Bluetooth connections [2]. The reason for 

this discrepancy is the extensive physical range of mobile networks and a high degree of node mobility caused 

by the random movement of these mobile networks. In sparse networks [3], node mobility is constant over 

time. Driven by the increasing demand of human-centric applications, such networks are classified as 

Opportunistic Networks (OppNets) [4] or Delay-Tolerant Networks (DTNs) [5], as in Fig. 1. 

In these networks, the unpredictable mobility of users and network fragmentation prevent immediate 

connection establishment between source and destination nodes using conventional MANET routing protocols 

such as AODV [6] and DSR [7]. Specifically, reactive routing protocols [8] fail in identifying a viable path 

due to network dynamics, while proactive routing protocols [9] fail to adapt to the network's random topology. 

Fortunately, the lack of continuous connectivity does not necessarily imply packet delivery failure. With ever-

changing network topology, opportunities for temporary connections may occur. Packets can be forwarded 

over the available paths until a connection break occurs, at which time packets are buffered awaiting 

establishment of the next link. Thus, this store-and-forward philosophy allows packets to eventually reach 

their destination. In practical applications, like short message services, the communication links should allow 

the messages to be delivered with least delays. 

In contrast, our work extends these studies by providing a comprehensive analysis of routing 

algorithms under various buffer sizes, supplemented by experimental evaluations to demonstrate their 

performance. 

 

A framework for modeling opportunistic networks. 

An opportunistic network can be represented as a dynamic graph where links between nodes 

correspond to the cumulative contacts they have within a specific time interval D. At a given time t, the 

neighborhood of a node i, denoted as  includes all nodes directly connected to i. Over time, this 
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neighborhood evolves as nodes move and interact. The D-neighborhood, , models all nodes with which 

i has been in contact during the interval . 

 

This D-neighborhood captures the essence of delay tolerance in opportunistic networks, establishing a 

relationship between two nodes once both have been in contact over the last D time window. Links where data 

can be forwarded actively, considering such links are required for communication, allow the sending of 

messages between nodes who may be in contact in this D - However, such links turn out to be temporary 

because mobile nodes have limited computational resources. 

 

In this context, links are kept at the bundle or application layer. A link from node i to node j means that 

i keeps some information about j , such as its ID, profile and shared data. If i later encounters another node k, 

it may forward data of j to k, but such communication is inherently asymmetric unless j and i meet again. 

 

Due to resource limitations, nodes keep only a subset of their D -neighborhood as active neighbors, 

and the nodes in this set are dynamically replaced over time. Links are thus directed, in that one node may 

keep information about another node without vice-versa. For convenience, a link is usually defined to exist if 

a single contact of sufficient duration to exchange data occurs, although other definitions, such as sustained 

communication over D, may also be used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. ∆ -neighborhood of node 1. 

 

A Protocol for Structuring Opportunistic Networks 

Given a model of how nodes interact, one can develop protocols that go beyond the nearly ubiquitous 

assumption that opportunistic networks are fundamentally unpredictable; rather, one can shape a network by 

specifying a desired topology, in a way that will be explained based on the definition of a "link". Concretely, 

the intended topology of an opportunistic network is specified as the probability distribution of the degree of 

connectivity a node may attain. This statistical representation provides a means to automatically estimate 

important network metrics, including network diameter-the longest shortest path between any two nodes-the 

average number of neighbors within a certain distance from a node, among others [3]. 

 

To achieve a specified network topology and desired node degrees, an interaction algorithm is executed 

locally at each node. This study proposes a straightforward algorithm that builds upon the conventional "store-

carry-forward" paradigm typically used in opportunistic networks. In this approach, the size of the node's 

cache (representing its neighbor table) is configured to match the desired degree of connectivity. In other 

words, when a node is assigned a desired degree d, it creates a data structure that can store data from d 

neighbors in its D -neighborhood. Thus, the active links a node has at any point in time are a subset of its D 

neighborhood. 
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The link management is straightforward and works as follows (see Algorithm1). Each node chooses a 

target degree at the beginning of the network operations, according to a probability distribution of the desired 

topology. This degree is computed locally. Depending on the topology and the method used to generate the 

degree distribution, the node may need an estimate of the network size in order to compute its degree. For 

example, for random graphs, a node usually connects to about − pN  other nodes, where p is the connection 

probability and N is the network size. Existing approaches enable nodes to estimate the size of the network 

[7]; when the network is very large, such estimations may be rough. For example, in many large random 

graphs, node degrees are effectively modeled by a Poisson distribution. Nodes are also in charge of detecting 

any drastic changes in network size and updating their target degree if necessary. 

 

 
 

Network Evolution and Link Formation 

Nodes in opportunistic networks form links opportunistically according to their active contacts, also 

known as their D-neighborhood. Each node maintains the list of encountered nodes and continues building 

its links until its desired degree is achieved. For example, every time two nodes, say i and j, meet, i updates 

the contact information first and then assesses the value of the interaction by calling a function like 

ACTIVECONTACT(). This decision process will differ depending on the specific application running over 

the network. 

 

The most frequently adopted is the greedy strategy: the node interacts with any peer that comes into 

contact. In fact, this is suitable for networks that are sparse, thus characterized by very rare contacts. However, 

under dense settings, like urban scenarios, other strategies could prefer some interactions over others based 

on the application requirements. For simplicity, this chapter considers a greedy approach. Having interacted, 

the nodes exchange data, which i may cache if its cache has space. If i is already at its desired degree, new 

links can replace old ones with some probability, often targeting the ones that have fewer recent contacts. 

 

Link Duration and Optimization 

Links between nodes are temporary, expiring after a period (D) of no contact. Tuning the duration (D) 

is critical: longer durations allow nodes to maintain more stable connections and retain neighbor data for 
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extended periods, but excessively high values may result in outdated or irrelevant information. Proper 

optimization ensures a balance, allowing nodes to maintain their desired degree while fostering efficient data 

exchange. Section 5 of the original paper focuses on the analysis of changing D's influence on network 

performance, node degree stability included. 

 

Active Contact Selection and Neighbor Strategies 

Neighbor selection is one of the most crucial factors that influence network efficiency. The traditional 

approach has been a greedy one: a node will exchange data with every peer encountered. This strategy works 

for sparse networks but may not meet the more stringent requirements of some applications [10]. For instance, 

- Urban Networks: People often interact based on mobility patterns, encountering strangers by chance or 

familiar individuals like friends and colleagues more frequently. Applications such as commuter-based 

file sharing or news exchange could favor interactions among frequently meeting nodes, ensuring 

consistent content updates. 

- Adaptive Link Creation: In certain contexts, nodes may prefer rare contacts for the sake of content 

diversity. In this case, links are established with peers met less frequently, increasing the chances of 

exchanging novel data rather than redundant content. 

By adapting neighbor selection strategies, opportunistic networks can be optimized for particular 

applications, such as social networking or location-based services. 

 

Experimental Setup and Evaluation 

For the purpose of evaluating the proposed interaction algorithm, a trace-driven simulator was 

implemented based on several real-world datasets. This provides a realistic insight into the behavior of the 

algorithm under diverse settings, avoiding the limitations of synthetic simulations[9]. The datasets include: 

- NUS Dataset: Collected from students at the National University of Singapore, it represents a 

large, urban scenario with periodic, structured interactions, such as those during lectures. 

- UniMi Dataset: Fine-grained, high-frequency interactions among students, faculty, and staff 

internal to the University of Milano represent dense, localized networks.  

- DieselNet Dataset: Sparse, low-frequency interactions among buses over a large area simulate 

delaytolerant networks. Each one of these datasets contributes differently to both temporal and 

spatial natures and thus helps to evaluate the effectiveness of the algorithm under various 

conditions. 

 

This work has shown that opportunistic networks, based on modifications of link duration (D) and 

neighboring selection strategies, can provide designed performance in various scenarios. Applications vary 

from urban file sharing to sparse delaytolerable networks; all exploit the adaptive strategy in pursuit of a good 

trade-off between stability and diversity when creating links. 

 

Conclusion 

The opportunistic networks' dynamic nature and the ability of tolerating delays mean that the modeling 

links cannot be treated as an instantaneous active connection between two nodes, but instead, they have to 

represent cumulative contacts happening within a certain time interval. In this context, a link in the evolving 

graph indicates that a node maintains application-related data from its neighbor in its "neighbor table" and 

thus forwards this data when an opportunity arises. The contact between two mobile nodes needs to be 

sufficiently long to permit data exchange, and the actual duration required depends on the application 

involved. 

 

The work proposed a simple algorithm, underpinned by the store-carry-forward paradigm commonly 

utilized in opportunistic networks. This will be the algorithm that will then enable each node to manage its 

degree, shaping the network into the topology desired, and therefore impacting the way content will be 

disseminated across the network. The approach is evaluated with three kinds of datasets: a large and crowded 

opportunistic network, a small network with frequent interactions between nodes, and a sparse network with 

rarely interacting nodes. 
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Based on this interaction protocol, a trace-based simulator has been developed, enabling the running 

of simulations on these datasets. These results clearly showed how tweaking of the time interval D can shape 

the network to meet any arbitrary topology. This fact is important because the statistical properties of a given 

topology yield critical insight into the performance of content dissemination across a network. 
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