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1. Introduction 

Classifying network traffic has been a vital issue since the advent of the Internet. The research literature began with the introduction 

of port-based approaches that classify network traffic based on the ports used into statistical and behavioral approaches. In these 

methods, network traffic is analyzed in detail using machine learning and deep learning approaches. Due to the ability to classify 

network traffic in identifying and classifying unknown network classes, this issue has strongly attracted the attention of Internet 

Service Providers (ISPs) to manage the overall performance of their network [1]. 

Basically machine learning can be classified into supervised and unsupervised learning. In unsupervised methods, classes are not 

specified at first. This method is also called clustering. In this approach, similar features are clustered together. Supervised 

classification or learning methods determine by analyzing the data whether the classes learned from the test data are estimated or 

not [2]. To choose the method, we face two important issues: the accuracy of the estimated value and the estimation time. 

In recent years, deep learning methods (DLT) have been highly regarded by researchers due to their good classification accuracy. 

Most deep learning techniques are based on multi-layered neural network architectures that provide better understanding and 

learning conditions for penetration features. Of course, such architectures waste a lot of time due to the long training time. With this 

in mind, several researchers have attempted to use shallow NN / or NN single-layer architectures that provide the same classification 

result and take much less time [3]. 

In fact, the back-propagation process plays a vital role in training networks with repetitive updated weights. This can be a significant 

constraint on traditional ANN networks as well as other deep learning methods and waste a lot of time updating these weights. 

Therefore, ELM has been proposed to solve the mentioned problem. The ELM method does not accept input-based weights updates 

by assigning random values to them [4]. 

The ELM method has been widely criticized for its use of weighting methods proposed by various authors. Hence, the online 

sequential extreme learning machine (OSELM) is provided to solve this challenge. OSELM divides the samples into several 

categories; then identifies the set weights for each sample to determine the total weight of the samples [5]. 

ELM and OSELM have special mechanisms to reduce network training time. This mechanism expresses a hereditary topology 

transmitting hidden output weight values to the sample set. The training topology is done through weight-free updating and saves a 

considerable amount of time. 

We need several other optimization techniques such as particle swarm optimization (PSO), genetic algorithm (GA) etc. to select the 

optimal parameter from the entire search space. The process of optimizing one or two parameters in the model is very fast, but 

optimizing more than two parameters leads to slow convergence. This fact is quite evident in kernel-based approaches, and 

convergence occurs very rapidly in relation to the RBF kernel,because the RBF kernel has only one parameter to optimize. Of 

course, the reason for the slow convergence in the wavelet kernel is the existence of three parameters for optimization. This challenge 

can be solved by several multidimensional optimization algorithms such as PSO [6]. 

In this article, we use the ELM method to classify Internet traffic. The OSELM approach is one of the ELM approaches applied to 

data. Also, the artificial bee colony algorithm (ABC) is used to select the parameters used in the algorithm (OSELM). 

In Section 2, we review the previous work. In Section 3, we present the proposed method. Section 4 discusses the test results, and 

the final section presents the conclusions of the paper. 

2.Literature review on IP traffic classification using deep learning techniques 

In [6], ELM methods are used to classify Internet traffic. The kernel-based approach is one of the ELM approaches applied to data. 

In particular, software (GA-WK-ELM) based on genetic algorithm (GA) has been used to select parameters in the wavelet function 

(WK-ELM) based algorithm. The accuracy of applying the genetic algorithm is more than 95%. The average value criterion was 

used to compare the classification performance. In addition, system receiver operating characteristic (ROC) curves were plotted. 
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In [7], kernel-based ELM methods are used to classify ML internet traffic. In this study, the use of different activation functions has 

achieved more than 95% accuracy. In this paper, radial and polynomial base functions are used in the kernel-based ELM function. 

The classification performance of the functions was measured by changing the parameters used. RBF is used for the first parameter 

value. Subsequently, the polynomial function is used to change the classification. Decreasing the value of the parameter used for 

RBF increases the accuracy. Also, the value of the parameter is equal to 0.01 and the accuracy is 95.10%. If this parameter is equal 

to 0.001, the accuracy value is 96.27%. Also two parameter values are used for the polynomial function. Values 1 and 10 resulted 

in an accuracy of 93.7%. 

In [8], the proposed classification depends on two groups: scope-based and reconstruction. The three proposed classifications belong 

to the reconstruction and the three classifications belong to the scope. The authors offer two types of learning, namely offline and 

online learning to classify a class (OCC). Among the 6 methods, 4 methods can be seen offline and 2 methods are online. Also 

among the 4 offline methods, 2 random feature mapping methods and also 2 core feature mapping methods can be seen. The authors 

also provide a comprehensive discussion of these methods as well as their comparisons. 

In [9] proposes a two-stage classification mechanism based on machine learning and uses network flow (NetFlow) as input. The 

flow of each application is divided into separate classes by the k-mean algorithm. The C5.0 decision tree classifier is also used. In 

the validation section, fifteen streams were collected from popular Internet applications and independently categorized as k-means 

and assigned to flow classes. 

In [10], ELM models are used to identify botnet tasks on the Internet by grouping traffic derived from the Domain Name System 

(DNS). The authors defined the basics of DNS servers as well as a set of data and processed them for patent detection. The proposed 

solutions are effective in accordance with ELM models and algorithms based on the implementation of single-layer feed-forward 

neural networks. Numerous numerical tests have been proposed to validate the proposed method. ELM models have a very high 

training speed, they work well on datasets, and their performance is comparable to other diagnostic solutions. 

In [11], the authors proposed a new classification method for network encrypted traffic as well as an intrusion detection framework 

called Deep Full Range (DFR). Subsequently, they used three deep learning algorithms - stackedauto-encoder (SAE), long short-

term memory (LSTM) and convolutional neural network (CNN). They want to use CNN to learn the characteristics of raw traffic 

based on location. The LSTM algorithm is used to learn time-related properties. The stackedauto-encoder is used to extract features 

from encrypted features. 

In [12], the authors proposed a CNN-based algorithm called Minimum-Maximum Normalization Convolution Neural Networks 

(MMN-CNN). This algorithm can implicitly extract specifications by self-learning training data sets, which is able to avoid the 

challenge of artificially extracting features as well as resolving disputes related to feature selection in different classification 

algorithms. Compared to the traditional classification method, the experimental results show that the proposed CNN-based traffic 

classification method is able to reduce the classification time and achieve the desired accuracy. 

In [13], the authors grouped network traffic using two deep learning models, ResNet and CNN. Image data was generated through 

preprocessing method and data set was generated based on these image packages for all 8 applications. They also used network 

search method to find optimal hyper-parameters to improve the performance of deep learning models. Through intensive testing, 

they can detect that deep learning models can fine-tune network traffic and run CNN ResNet. Therefore, using the ResNet model, 

it is possible to group network traffic with high accuracy as well as better QoS. 

In [14], the authors proposed a new method for increasing data using LSTM networks to generate traffic flow patterns as well as 

kernel density estimation (KDE) to multiply the numerical features of each class. Initially, they used the LSTM network to learn 

and generate flow packets for private classes. Next, they completed the sequence featuresby generating random values according to 

the characteristic distribution estimated using KDE. Finally, they applied CRNN training to large-scale datasets. Data evaluation 

was performed through recall and F1 criteria and accuracy for each class. The results show that the proposed design is suitable for 

network traffic flow data sets and also enhances the performance of deep learning algorithms. 

In [15], the researchers proposed the end-to-end SDN-HGW framework to support Distributed Network Quality Management (QoS). 

The DataNet offers the core SDN-HGW framework, which is an encrypted data-based learning package. The proposed data network 

has been improved by 3 methods: CNN, SAE, MLP. An open data set with more than 20,000 packages of fifteen applications has 

been used to test and develop the proposed data network. The experimental results showed that the improved data network can be 

used in the proposed SDN-HGW framework with proper packet classification as well as high computational efficiency for real-time 

processing in the smart home network. 

In [16], the authors proposed an end-to-end classification method for encrypted traffic based on 1-D complexity neural networks. 

This method combines feature extraction processes, feature selection as well as classification in an integrated end-to-end framework. 

To our knowledge, this is the first time an end-to-end method has been used to classify encrypted traffic. This method is validated 

with the ISCX VPN-nonVPN public traffic data set. A total of 4 experiments were performed on the exact model. Eleven of the 12 

evaluation criteria prove the effectiveness of the proposed method. 

In [17], the authors proposed a Deep Learning (DL) Method as a consistent strategy for designing traffic classifications. Features 

are automatically extracted and reflect complex mobile traffic patterns. Currently, there are various DL techniques for TC analysis 

such as a performance evaluation desk. The proposed method was evaluated on 3 datasets related to the actual activities of human 

users for encrypted traffic (TC) classification of mobile users. 

In [18], the authors presented a new DNN. This method combines a return network and a convolution network to improve the 

accuracy of classification results. Convolution network is used to extract packet properties. The return network is applied to three 

consecutive packets of input current properties and is trained to select current properties. The proposed model is superior to the 

basic paper that requires the first N pack of flow. In addition, this model offers more flexibility in practice. They also compared 
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their proposed model with current deep learning-based work to classify encrypted traffic. Experimental results show that this model 

is better than works in terms of impact and efficiency. 

In [19], the authors presented Deep Package, a special framework based on the use of deep learning algorithms for traffic 

classification that automatically extracts features from network traffic. To our knowledge, the deep package is the first traffic 

classification system using deep learning algorithms called 1D-CNN, SAE, which can control two sub-functions of describing traffic 

as well as application identification. The results show that the deep package in two sub-tasks, namely traffic description and also 

identifying applications so far, performs similar actions on the "ISCX VPN-nonVPN" traffic data set. 

In [20], the authors proposed a traffic classification framework based on convolutional neural networks (CNN) called Seq2Img. 

Their main idea is to use an embedded non-parametric core compression method to convert primary flow sequences to images that 

completely capture the static and dynamic behaviors of different applications and prevent the use of manual features. Then proposed 

CNN is applied to the generated images to classify traffic. Numerous experiments have been performed on actual network traffic 

and the results justify the efficiency of the proposed method. 

3. Proposed method 

In the proposed method, the ELM algorithm is used to classify Internet traffic. Online OSELM approach is one of the ELM-based 

approaches to data management. In particular, software based on the artificial bee colony algorithm (ABC-OSELM) has been 

developed to select the parameters used in the algorithm (OSELM). The purpose of the proposed method is to classify the Internet 

traffic information received from computer networks and to create security policies by network administrators and improve the 

quality of services. As shown in Figure 1, the proposed solution consists of several components. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Flowchart of the proposed method 

3.1 Pre-processing stage 

Pre-processing is a task of data mining to convert raw data into an understandable format. In general, real-world data are inconsistent, 

incomplete, lack specific tendencies / behaviors, and likely contain many errors. The pre-processing stage solves these problems as 

a proven method. Pre-processing prepares raw data for further processing. 

3.1.1 Cleansingthe data 

Data can have many missing and irrelevant parts. To address this challenge, data cleansing is done. This process includes missing 

data, noise data management, and more. 

3.1.2 Data conversion 

This process involves converting data into accurate and convenient formats for the extraction process. The discretization process is 

a way of converting data to replace the numerical properties of raw values with conceptual / interval data. 

3.1.3 Database categorizingfor training and testing 

The third step is to categorize the data set into training and testing subsets. In the present work, 80% of the data are considered as 

training sets and 20% as test sets. 

3.2 Artificial bee colony (ABC) algorithm for selecting parameters in OSELM 

The ABC method is a swarm intelligence algorithm proposed by Karaboga to solve optimization problems in various fields. The 

ABC algorithm introduces three types of bees for a colony [21]:Employed bees (E), Onlooker bees (O) and Scout bees. The position 

of food sources is determined first (N). The population of E bees is equal to the number of food sources. Each employed bee is 

assigned to a food source. E bees use food sources and transmit nectar information to O bees. O bees use food and neighborhood 

sources based on information transmitted from E bees. The finished food source employed bee becomes a scoutbee. Scoutbees then 

begin the process of searching for new food sources. Nectar content information indicates the quality of the response obtained from 

the food source. Increasing the amount of nectar increases the likelihood of O bees choosing a particular food source [22]. 

3.2.1 Definition 

After the scaling process, the ABC algorithm sets the best weights for the OSELM. In this regard, we use the bee colony algorithm 

to achieve optimal values. 
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3.2.2 The stage of creating a bee colony 

First, a set of random numbers in the following formula is considered for the initial values of the parameters: 

Parameter value = Prangemin + (Prangemax − Prangemin )× r 

(1) 

where the initial values are between the range Prangemax - Prangemin and Prangemin and Prangemax are the lower and upper bounds of 

the parameters, respectively. R is also a random number in the range [0, 1]. When bees are looking for food, the position of the bee 

is mapped to a vector equivalent to the OSELM weight vector. To determine the quality of the vector, we must evaluate it. One of 

the quality criteria of the solution provided by bees is the accuracy of the OSELM classification on test data. The fitness function is 

defined in Formula 2: 

Fitness value = OSELMaccuracy 

(2) 

Equation 3 is used to update the location of employed bees. Equation 4 is used to determine the probability of the position of each 

food. 

Vi j = xi j + ∅i j (xi j − xkj) 

(3) 

where 𝑋𝑖𝑗 is the j dimension of the old i food source. Also, xkj is a randomly selected food source. 𝑄𝑖𝑗is a random number between 

[-1, 1].  

Pi =  
Fiti

∑ food fit n
N
n=1

 

(4) 

𝐹𝑖𝑡𝑖is also the fitness of my food source. Each onlooker bee goes to the selected source and continues the random search process 

for better fitness in the neighboring area using the formula 3. 

3.3 OSLEM based classification 

The best values used in the ABC approach are selected using the trial and error method to execute the classification with the most 

accurate values. Data were grouped using ABC -OSELM method with high accuracy. The choice of parameters used in OSELM is 

critical to the classification function. Better classification performance is guaranteed by changing the values of these parameters. 

Data were successfully grouped using ABC -OSELM method with high accuracy. 

Algorithm 1: Online Sequential Extreme Learning Machine 

Input: f (x) Sample of network connection 

Output: f (y) Connection Class (normal or abnormal) 

levels: 

1. Encode the connection features to real values in Ni neurons 

2. Divide the data samples into several categories 

3. For each category of samples 

4. Do the following: 

5. Adjust random weights between input and hidden WiFi 

6. To calculate hidden neurons, multiply the weights by the input values: 

7. Hidden neurons = ∑ Ni × Wi + input bias 

8. Initialize the matrix based on the following equation, set the weights between the hidden Wh and the outputs: 

9.𝐻 =                            (
𝑔(𝑤1𝑥1 + 𝑏1) … 𝑔(𝑤𝑁𝑥1 + 𝑏𝑁)

⋮ ⋱ ⋮
𝑔(𝑤1𝑥𝑁 + 𝑏1) … 𝑔(𝑤𝑁𝑥𝑁 + 𝑏𝑁)

) 

10. To calculate the output neurons, multiply the hidden weights of Wh by the hidden values of Nh: 

11. Predicted output = ∑ Nh × Wh + output bias 

12. Apply the matrix result to all the hidden weights of the samples in this class 

13. Repeat steps 5 to 13 for the next class. 

 

As shown in the pseudo-code above, OSELM rejects inherited weights generated by the matrix at hidden weights. Instead, OSELM 

divides the samples into different classes. In this way, the inheritance is placed on each class. This process can greatly improve 

classification accuracy, even if the inherited hidden weight does not fit some data samples. The choice of parameters used in OSELM 

plays a vital role in classification performance. The ABC-OSELM method basically consists of three steps. The data used to classify 

the traffic network are recorded in the first step. The second step is the ABC-OSELM method, which uses ABC to select the best 

parameter values for OSELM. In the third stage, the classification process is performed and the final decision is made. 

4. Evaluation 

4.1 Simulation platform 

This section evaluates the proposed algorithm using computational experiments. Experiments are performed on the ISCX dataset. 

In order to evaluate the performance, the proposed ABC-OSELM is compared with the basic paper algorithm [6]. The proposed 

algorithm is also implemented in Matlab 2020b environment. 
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4.2Data Set 

Many studies have been conducted on the classification of encrypted traffic and the proprietary traffic of security companies. Draper-

Gil et al. [23] presented the ISCX dataset including seven types of regular encrypted traffic and seven types of encapsulated traffic. 

Such programs are very diverse and extensive. In a traffic data set, there are two data formats, including raw traffic and flow 

characteristics (such as the pcap format). Numerous researchers have used the ISCX dataset as a test dataset. ISCX data stream flow 

properties have 14 class labels. Raw traffic has no tags. Therefore, we tagged pcap files in the dataset according to their study 

descriptions. Multiple files such as "Facebook_video.pcap" can be labeled as "flow" or "browser", and all files related to "browser" 

and "VPN-Browser" have the same challenge [24]. The researchers were unable to resolve the issue after sending emails to the 

authors. So we decided not to tag such cases. Finally, the ISCX-tagged dataset consists of twelve classes, including six regular 

encrypted traffic classes and six protocol-encapsulated traffic classes. Table 1 describes the ISCX dataset. 

Table 1 ISCX VPN-NONVPN data set 

Traffic type Content 

Email Gmail ( SMPT, ,IMAP, POP3), Email  

VPN-Email 

Chat Hangouts, ICQ, AIM, Facebook, Skype  

VPN-Chat 

Streaming Netflix, Vimeo, Spotify, Youtube  

VPN-Streaming 

File transfer Skype, FTPS, SFTP 

VPN-File transfer 

VoIP Voipbuster, Facebook, Hangouts, Skype  

VPN-VoIP 

P2P Bittorrent, uTorrent   

VPN-P2P 

4.3 Initialization of parameters 

To evaluate the quality of the proposed algorithm, the researchers determined the initial values for the ABC and OSELM parameters. 

Hence, for maximum iteration, we set the max_iter parameter and the population size to 20 and 200, respectively. The number of 

food parameters and the limit are the parameters used in ABC. The population size in the PSO algorithm is equal to 200. Table 2 

shows the parameter settings. First, 0.8% of the data were included as training data and 0.2% of the data as test data. Table 3 shows 

the parameter settings in OSELM. Where N0 is the number of initial training data used in the initial OSLEM phase. BatchSize is 

the volume of the batch of information learned by OSELM at each step. NumEpoch is also equal to the number of epochs. 

Table 2 How to set the parameter for the proposed method 

Initial values Parameters 

100 max_iter 

20 Population size 

100 limit 

Table 3 Initial values for parameters in OSELM 

 

 

 

 

 

 

 

 

4.4Evaluation criteria 

In this thesis, we use the criteria of accuracy, precision, recall, and F1 score for measurement. The choice of a criterion for evaluating 

the effectiveness of the method depends on the problem. Suppose a number of data samples are available. This data is fed to the 

model individually. For each data, one class is specified as output. The class predicted by the model and the actual class can be 

displayed in the form of a table. This table is called the confusion matrix. 

Table 4 confusion matrix 

 Predicated class label 

 Predicated / Real Normal Attack 

Real class label Normal True Negative (TN) False positive (FP) 

Attack False Negative (FN) True positive (TP) 

▪ True Positive: Samples that have been correctly identified by the test as an attack. 

▪ False positive: Samples that have been mistakenly identified as an attack by the test. 

▪ True negative: Samples that have been correctly identified as normal by the test. 

▪ False negatives: Samples that have been mistaken for normal by a test. 

Initial values Parameters 

1000 N0 

0.8 Percentage of data for training 

0.2 Percentage of data for testing 

100 numHiddenUnits 

10 maxEpochs 

100 BatchSize 

'sin' ActivationFunction 
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Real Positive Rate (TP + FN) / TP = TPR: Equivalent to the percentage of positive samples that are accurately classified in the 

positive class. 

False Positive Rate (FP + TN) / FN = FPR: Equivalent to the percentage of negative samples that are incorrectly classified in the 

negative class. 

4.4.1 Accuracy criteria 

The ability of a test to correctly distinguish between normal and abnormal cases is called "accuracy."To calculate the accuracy of a 

test, the ratio of the sum of true positive and true negative samples to the total test items is calculated. Mathematically, this ratio can 

be calculated with Equation (5): 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(5) 

4.4.2Precision criteria 

This criterion means the ratio of positively labeled samples to real positive samples (Equation (6)): 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(6) 

4.4.3 Recall criteria 

This criterionshows the efficiency of the classifier according to the number of class occurrence. In fact, recall is equal to the 

probability of correct prediction of the absence of the desired situation by the algorithms and is calculated according to formula (7). 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝑇𝑁
 

(7) 

4.4.4 F1 scoreCriterion 

The F1 criterion is a good measure of the accuracy of an experiment. This criterion considers accuracy and recall together (Equation 

(5)). The criterion F1 is equal to 1 at best and equal to 0 at worst. 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

   (8) 

4.5 Evaluating the results 

After implementing the proposed method in MATLAB 2020b environment, we compared our proposed method on the data set to 

other methods [6] (GA-WK-ELM). The comparison results are shown in Table 5. The results show the superiority of ABC-OSELM 

over other methods. It is quite clear that convergence in RBF kernel approaches is very rapid. Because the RBF kernel has only one 

parameter for optimization, methods based on the Wavelet kernel converge slowly because the Wavelet kernel has three parameters 

for optimization [6]. This problem is solved by genetic algorithm. In the proposed method, the OSELM algorithm, the best weights 

are obtained with the ABC optimization algorithm. ABC can use the entire search space to optimally select the parameter. OSELM 

also does not spend much time during training. Figure 2 shows the accuracy diagram of the proposed ABC-OSELM method. 

Table 5 comparing the efficiency of the proposed method with other methods 

FPR TPR F-score Precision Accuracy  

%10.272 %28.3346 %16.495 %20.836 %81.9883 GA-WK-ELM [6] 

%6.3448 %55.5488 %55.0421 %56.4221 %88.8945 ABC-OSELM 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Comparison of the proposed method with the paper [6] 

According to Figure 2, it is clear that the proposed method is more accurate than the basic paper [6]. Compared to the traditional 

extreme learning machine, the proposed method improves accuracy, false positive rate and false negative rate. ABC-OSELM is also 

more efficient than other algorithms in terms of batch input data. It was also observed that the network traffic classification findings 

with ABC-OSELM intelligent system are better than the findings obtained from traditional machine learning approaches. The 

proposed classification system has several advantages, including direct application to feature vectors, rapid training, and rapid 

testing. This infrastructure can be used for real-time work using these benefits. This approach consists of two steps, including 

classification and selecting the most appropriate weight for classification. The data set extracted from the network is given to the 
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machine learning classifier. Selecting the optimal weights for the ABC-OSELM classification is critical to achieving proper 

performance. In order to use the trial and error method, the ABC method was used to identify the best values. ABC is used in the 

selection of OSELM weights. 

5. Conclusion 

In this paper, we use the ELM method to classify Internet traffic. The OSELM approach has been used as one of the ELM 

approaches. In particular, certain software based on the artificial bee colony algorithm has been developed for selecting algorithm 

parameters (OSELM). The researchers also comprehensively compared these algorithms. Unlike modern work, test set accuracy, 

TPR, precision, F-score, FPR provided the conditions for accurate and comprehensive evaluation of the introduced methods. The 

proposed algorithm provides the best performance with 88.9% accuracy. 
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